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Abstract
Meaningful feature curves provide high-level shape representation of the geometrical shapes and are useful in various applications. In this paper, we propose an automatic method on the basis of the quadric surface fitting technique to extract complete feature curve networks (FCNs) from 3D surface meshes, as well as finding cycles and generating a high-quality segmentation. In the initial collection of noisy and fragmented feature curves, we first fit the quadric surfaces of each curve and the corresponding neighbor vertices to filter out non-salient or noisy feature curves. Then we conduct a feature extension step to address the curve intersections and form a closed FCN. Finally, we regard circle curves as cycles in the complete FCN and segment the mesh into patches to reveal a highly structured representation of the input geometry. Experimental results demonstrate that our algorithm is more robust for FCN extraction from complex input meshes and achieves higher quality patch layouts compared with the state-of-the-art approaches. We also verify the validity of extracted feature curve cycles by applying them to surface reconstruction.
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1. Introduction

Nowadays 3D models are commonly represented by triangular meshes, which can be easily obtained via various acquisition techniques for 3D geometry. Feature curve network (FCN) extraction is one of the fundamental problems in computing compact and faithful representations of 3D objects in geometry processing. Extracting meaningful FCNs is useful in a variety of downstream applications, such as reverse engineering \cite{1}, shape abstraction \cite{2, 3}, remeshing \cite{4, 5}, shape modeling \cite{6, 7}, and functional map computation \cite{8}, to name a few.

The feature curve here is defined as the intersection of two geometric patches on the surface and FCN reveals the shape’s key structural parts. The goal of feature curve extraction is to preserve a set of connected segments that are not necessarily the original mesh edges, which convey the maximum number of essential characteristics of 3D shapes. Existing methods have addressed FCN extraction from two different aspects. Although shape approximation approaches \cite{9, 10} can segment models to meaningful spatial parts, these methods are based on vertex clustering or boundary detection techniques to determine patches that meet certain regularity criteria. However, their greedy nature tends to create redundant boundaries within weak feature regions and obtain unsatisfactory results. Geometry-driven approaches produce detailed FCNs by extracting feature lines and fitting local geometric primitives. The generated feature curves are typically not connected in the regions where multiple surfaces intersect due to the limitation of local shape properties.

Techniques for detecting crest lines typically use local shape properties (e.g., curvature and normal voting tensor) to extract ridge and valley lines \cite{11, 12}, and then the number of detected feature curves are controlled using a filtering operation. Directly using the detected feature curves for further analysis and applications is difficult because of their distribution on the model surfaces. To form a closed and efficient FCN, user interaction is required to connect the curves by using several strokes. However, this is a challenging task for ordinary users.

In this study, we propose an automatic approach on the basis of the quadric surface fitting technique to extract complete FCNs from 3D models, as well as finding cycles and generating high-quality segmentation results. As shown in Fig. 1, we first present a valid method for filtering out non-salient feature curves by combining the curvature and surface fitting error. Thus, we can avoid determining high-frequency noise and weak features as false positives. Then, we address the curve intersections and missing curve by applying inward and outward feature extensions to create a connected 3D FCN. Finally, we can easily find cycles of connected curves that bound surface patches. Our approach can achieve high-quality FCNs and patch layouts. In summary, the main contributions of this work are the following:

- We provide an efficient method for filtering the noise curves from the initial curve network to preserve meaningful feature curves and extract complete FCNs from 3D models.
- We simultaneously find the cycle curves in the network and generate high-quality patch layouts compared with the state-of-the-art segmentation approaches.
- We obtain a compact high-level representation of 3D models that can be used for surface reconstruction.

With respect to our previous contribution \cite{13}, we have extended the following aspects:

1. Improved feature extension by introducing the concept of node point for long curve fitting optimization. Since the extension on a long curve composed of several short curves is not satisfactory in \cite{13}, we find the node point which is the intersection of more than two adjacent surfaces on the curve, and divide it into short curves to achieve a better surface fitting and extension effect.

2. A new method for patch layout generation by detecting the curve cycles. We find the curve cycles in the network after curve
breaking and merging operation and we take a correlation detection based on surface fitting for small patches to solve detailed problems caused by the feature extension process. Eventually, we can generate high-quality patch layouts and feature curve network results.

(3) Extensive experiments are conducted to verify the effectiveness of our approach. We have evaluated our method on more complex 3D models with or without ground-truth segmentation results, studied the resistance to noise, and conducted an ablation study of feature curve filtering. We have also compared our method with respect to state-of-the-art methods as well as our previous work. Finally, we demonstrated the validity of the extracted feature curve cycles by applying it to surface reconstruction.

2. Related work

Our technique aims to construct shape abstraction FCNs from 3D models. We present a brief overview of the various techniques related to feature detection and FCN extraction.

Feature detection. Many studies have been conducted on detecting feature lines in 3D models. A complete survey on feature extraction is beyond the scope of this paper. Hence, we will only describe a few representatives.

Several approaches are based on the detection of ridges and valleys, which are the loci of points where the positive (negative) variation of local properties such as normal and curvatures in the direction of their maximal change attains a local maximum (minimum). These properties can be calculated through global [11] or local [12,14] surface fitting. Ohtake et al. [11] combine multi-level implicit surface fitting and finite difference approximations to extract accurate ridges and valleys, while [12,14] show faster computation by using the local estimation techniques to calculate the local differential information. Lai et al. [15] extract ridges and valleys via integral invariants of local neighborhoods without approximation. Since the ridges and valleys are the extreme points set of local attributes, the generated feature curves usually contain many non-salient curves and are not connected in the regions where multiple surfaces intersect.

Other types of line features have also been proposed by considering local geometry of the normal or curvature. Nomura and Hamada [16] extract feature edges between the convex and concave triangles based on normals. Weinkauf and Günther [17] extract salient edges by the topological analysis of principal curvatures. Due to the local geometry is affected where more than two geometric surfaces intersect, these methods cannot detect continuous feature curves. Kim et al. [18] classify features into corners, sharp edges, and faces based on the normal tensor voting. But they may create redundant feature lines at complex transition surfaces. Several approaches [19,20,21] based on symmetry detection have been proposed to extract feature curve templates and complete missing data in noisy FCNs. However, some important curves are still missed because they can only find the reoccurrences of curve templates.

Despite promising results, these methods usually cannot detect features on smooth and transition regions due to the limitation of local surface properties. In contrast, we retain a maximal set of salient feature curves by combining the curve curvature and surface fitting error.

Curve network extraction. Many algorithms extract patch boundaries from segmentation results for the generation of FCN. Cohen-Steiner et al. [9] proposed the Variational Shape Approximation (VSA) to partition faces to planar patches based on Lloyd’s clustering. Yan et al. [10] extend the VSA framework to the sphere, cylinder, and other quadric patches. Nieser et al. [1] grow patches around seeds where the maximal curvature of a set of neighboring faces lies below a predefined threshold and thicken the edges of the feature graph. Yamakawa et al. [22] group triangles using a region-growing technique and extract feature edges along the boundaries between the triangle groups. Mehra et al. [2] generate hierarchical abstraction curve networks by VSA and simplified by thresholding the reconstruction error based on the curve smoothness and the normal deviation of the resulting mesh approximation. De Goes et al. [3] define the concept of exoskeletons to abstract the 3D model and reveal meaningful perceptual parts, which are refined by employing VSA. Gehre et al. [23] extract a scale conforming FCN, which preserves the maximum set of prominent feature curves within a prescribed scale from an initial set of feature lines. However, the initial curve is discontinuous. Torrente et al. [24] adopt the Hough transform to identify and localize feature curves on 3D shapes. Sharma et al. [25] propose the ParSeNet to decompose a 3D point cloud into parametric surface patches. These patch layouts are related to the number of clusters and usually do not trace out weak features to generate a detailed FCN. Hu et al. [26] use the multiscale patch clustering to learn contextual information and segment 3D point clouds of indoor scenes into the meaningful objects. One close work to ours is that of Cao et al. [27], who take the curve length and curvature into account by filtering a dense set of feature curves for salient and long curves to generate the surface patches. However, this work, as well as other existing approaches, perform FCN extraction by preserving small scale details and thresholding curvature based on local surface properties. They are unable to get accurate feature curves within transition regions with weak features. We will show our superiority by comparing it to them.

Surfacing curve networks. Creating surfaces from 3D curve networks is an important research topic in shape modeling and
The input to our algorithm is a two-manifold triangular mesh $M$ consisting of a set of triangle facets $\{t_i\}_{i=1}^m$ and vertices $\{v_i\}_{i=1}^n$, and an initial set of fragmented feature curves, which are computed by the method of Yoshizawa et al. [12] due to its robustness. Our goal is to extract complete FCNs and generate high-quality patch layouts. Note that we first apply a remeshing procedure if the input is a low-resolution mesh, where the target edge length of the new mesh is computed on the basis of the total surface area of the input mesh (more details can be found in [37]).

The main steps of our algorithm are illustrated in Fig. 2. First, we filter out the short and unimportant feature elements on the basis of the quadric surface fitting technique. Second, we map the feature points in the remaining curves to the corresponding closest vertices in the mesh and conduct a feature extension step to form a complete FCN. Finally, we find cycles in the complete FCN and obtain patch layouts to segment the input mesh, and refine the curve network boundary by applying a smoothing operation [1]. We explain the details of each step in the next section.

4. Methodology

4.1. Feature Curve Filtering

We utilize the method in [12] to compute a set of initial curves automatically, that is, ridge and valley lines. Each feature curve $c$, is represented by a set of ordered feature points, $\{p_0, p_1, \cdots, p_n\}$, on triangle edges (see Fig. 3 (a)). However, the initially generated curves typically contain many short and non-salient curves located on the geometric surfaces of the mesh due to the limitation of ridge and valley lines. We present an efficient approach to filter out these non-salient curves by combining the curve curvature and surface fitting error.

Given a curve $c = \{p_0, p_1, \cdots, p_n\}$, the feature points are generally not the vertices of the mesh. To simplify our calculation, we map these feature points to the closest mesh vertices $\{v_0, v_1, \cdots, v_n\}$. We consider the curvature of mapped vertices as the curvature of feature points. The curvature $R$ for each feature curve can be computed as follows:

$$ R = \frac{\sum_{i=0}^{n} C_{RMS}(p_i)}{n}, $$

$$ C_{RMS}(p_i) = \sqrt{k_{\max}^2(v_i) + k_{\min}^2(v_i)}, $$

where $C_{RMS}(p_i)$ is the root mean square curvature of $p_i$, and $k_{\max}$ and $k_{\min}$ are the maximal and minimal principal curvatures of the vertex $v_i$, which is nearest to $p_i$. We use $R$ to filter the non-salient curves on the plane. We observe that the majority of salient curves are located in the regions where two adjacent geometric surfaces intersect. Since the $R$ of some curve lying on the quadric surface is larger than certain intersecting curves, we cannot avoid filtering these intersecting curves when we only use the curve curvature. Therefore, we propose to use the surface fitting error, $E$, to determine if one curve is the intersecting curve of the adjacent surfaces. Our motivation for using fitting error is that we can fit a proper surface inside the mesh. Otherwise, we could observe a large fitting error on the local region of the intersection curve of two surfaces.
Hence, we adopt the concept of quadric surface fitting [10]. Since each feature curve cuts across the triangles of \( M \), we collect these triangles as the initial seeding set \( [t_i] \). We then visit each triangle in \( [t_i] \), and add their adjacent triangles to \( [t_i] \) for three iterations. Accordingly, we can form the local surface region, \( \mathcal{P} = \{t_i\}' \), around this feature curve. We subsequently fit the general quadric surface (including plane, sphere, cylinder, etc.) for \( \mathcal{P} \). The implicit equation of the quadric surface \( f(x) = 0 \), can be expressed as

\[
f(x) = c^T \cdot F,
\]

where \( x = [x, y, z]^T \in \mathbb{R}^3 \) is a 3D point, \( C = [c_0, c_1, ..., c_9]^T \) is the vector of unknown coefficients for the quadric surface and \( F = [1, x, y, z, x^2, y^2, z^2, xy, xz, yz]^T \). Both of them are ten dimensional vectors.

To compute \( f(x) \), we minimize the fitting error between the local surface region and the quadric surface. The fitting error \( E \) is defined by combining \( E = \{E_1, 2, ..., 9\} \) and \( \alpha \) is the balance weight (\( \alpha = 0.5 \) by default). In our implementation, \( E_2 \) and \( E_9 \) are approximated by the following formula respectively:

\[
E_2(t_i, f) = \frac{1}{n} \sum_{i=1}^{n} (E_2(t_i, f) + \omega E_9(t_i, f)),
\]

where \( E_9 \) measures the squared Euclidean distance \( (L^2) \), \( E_9 \) measures the normal deviation \( (L^2) \) from \( t_i \) to \( f \), and \( \omega \) is the balance weight (\( \omega = 0.5 \) by default). In our implementation, \( E_9 \) and \( E_9 \) are approximated by the following formula respectively:

\[
E_2(t_i, f) = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{f(x)^2}{\sqrt{f(x)}} \right) \cdot dr,
\]

\[
E_9(t_i, f) = \int_{t_i} \left( \frac{\nabla f(x)}{f(x)} - n_0 \right) \cdot \sqrt{f(x)} \cdot dr,
\]

where \( n_0 \) is the unit normal vector of \( t_i \).

The detailed optimization algorithm used to fit the quadric can be found in [10]. In short, we first compute an initial quadric model for each feature curve to filter out most of the non-salient curves located on the flat areas. Then, we compute the surface fitting error \( E \) for the other curves. If the average error \( E \) of a curve is smaller than a pre-specified threshold, the curve is located inside the quadric surface and must be filtered out. The result of this step is illustrated in Fig. 3.

4.2. Feature Curve Network Extraction

After filtering, the preserved feature curves capture the boundary information of geometric patches in the input mesh. However, these curves computed by [12] are not connected in regions where multiple surfaces intersect and cannot be directly regarded as the result of the FCN. Therefore, we use the surface fitting equation and curvature direction to extend the preserved curves and obtain the completed curve network.

**Curve optimization.** We observe that there exist some long feature curves that actually consist of several shorter curves. For example, in Fig. 4, the curve \( c_0 = [p_0, ..., p_9, ...] \) should be split into two curves at feature point \( p_9 \). We denote feature point \( p_9 \) as the node point which is the intersection of more than two adjacent surfaces. Note that a node point is similar to the notion of a corner in some other work. The principal curvature direction of such a node point deviates from its adjacent feature points more than \( 30^\circ \). First, we use the feature points and their normals of a curve to fit a quadric surface and compute the average fitting error \( E(c) \). If the fitting error \( E(c) \) is larger than the threshold \( \alpha \) (1.5 times filtering parameter \( \alpha \) or the number of feature points is more than the threshold \( \tau \) (\( \tau = 50 \) by default), then we consider that this curve may be a long curve and contains one or more nodes. Second, we use an inward tracing scheme to find the node points. As shown in Fig. 4, starting from the endpoint \( p_0 \), we repeatedly visit the successive feature point until we encounter the node point \( p_9 \). We collect these feature points as similar points for the endpoint \( p_0 \) and form a new curve. However, if the number of \( [p_0, p_1, ..., p_9] \) is too small (e.g., \( i < 5 \)), such as curve \( c_1 \) shown in Fig. 4, then we regard these points as noise and delete them. By tracing inward from another endpoint of \( c_0 \) in the same way, we finally split this long curve into two real curves, \( c_0 \) and \( c_2 \), see Fig. 4 (right)). At the same time, since an original curve may have three endpoints in a T-shaped curve, we first find a common point for these curves from the three endpoints, and then divide the original curve into three curves from the common point.

**Outward extension.** We extend each curve outwards from its two endpoints to complete the FCN. By taking the endpoint \( p_0 \) as an example (see Fig. 5), we aim to find the optimal mesh vertex to which the curve could extend. To this end, we compute a candidate set of mesh vertices, \( C_v \), which is the
subset of the one-ring neighboring vertices of \( v_0 \) (\( v_0 \) is the closest mesh vertex of \( p_0 \)). We consider each neighbor \( v_i \) of \( v_0 \), if the angle between the vector \( v_k - v_0 \) and the curve direction at \( p_0 \) is less than 90°. Then we add \( v_k \) to the set \( C_i \). In this way, each \( v_i \) in \( C_i \) does not deviate from the curve direction too much or turn back to the endpoint \( p_0 \).

After building the candidate set, we define the extension cost value \( F(v_k) \) for each vertex \( v_k \subseteq (C_i) \) to measure the possibility of \( v_k \) being selected for the extension. Thus, we add the candidate vertex \( v_k \) with the minimal extension cost to the feature curve. We use both the curvature direction and curve-fitting error to calculate the extension cost function \( F(v_k) \) as follows:

\[
F(v_k) = E(v_k) + \lambda G(l_{min}(v_k), l_{min}(v_0))
\]

where \( E(v_k) \) is the curve fitting error defined above, \( G \) is the function to calculate the minimal principal curvature directions angle between \( v_k \) and \( v_0 \), and \( \lambda \) is the balance weight that normalizes \( E \) and \( G \) to the same scale.

To accelerate the extension speed, we collect the candidate vertices of the curves and use a global priority queue to maintain them (the priority of each candidate is set to their extension cost value). At each time, we pop the candidate \( v_k \) with the least cost from the queue and connect it to the corresponding curve endpoint if the fitting error of \( v_k \) is less than the threshold \( \beta \) (1.3 times the average curve fitting error that is computed before the outward extension). If \( v_k \) has been mapped to another curve, then two feature curves are connected by \( v_k \). In this case, the current curve will not extend in this direction anymore. The curve extension process is then performed by repeatedly popping candidates with the least cost. Once a candidate is popped, the priority queue is updated by adding the updated candidate vertex set and their cost values. Finally, we extract a complete FCN when the priority queue becomes empty.

A similar extension strategy has been used in [27]. However, they only use the curvature and principal direction. Thus this method is unsuitable for the smooth regions with unclear features. Fig. 6 shows the comparison of our improved curve extension result and those in [27].

**Breaking and merging curves.** This feature extension step generates many joining points that connect several original curves. If one joining point is not a node point and it connects two curves, then we must consider the following cases shown in Fig. 7 (a):

1. The joining point \( p_i \) is one endpoint of one curve \( c_2 \) but is the middle point of another curve \( c_1 \). We then break the curve \( c_1 \) into two curves;
2. The joining point \( p_0 \) is the endpoint for both curves \( c_1 \) and \( c_2 \) and the corresponding curvature directions are similar. Finally, we combine these two curves into one feature curve (see Fig. 7 (b)).

**4.3. Patch Generation via Cycles Detection**

A set of curve cycles are easily extracted from the complete FCN, then the input model can be segmented into different patches by the cycles.

**Connectivity recovery.** Due to the mesh irregularity, the connecting line of two adjacent feature points on the ridge and valley lines may not be located on a triangle. Therefore, when we map feature points \( \{p_i\} \) to the closest mesh vertices \( \{v_i\} \), the mapped vertex set and their edges between these vertices construct an undirected graph that may have more than one connected component, thus we cannot find the vertex set surrounded by the feature lines. In this step, we first examine and recover the connectivity of each mapped graph.

For each mapped graph, we use the inward tracing scheme again. First, we put the vertex \( v_0 \) mapped by the endpoint \( p_0 \) into a queue. Second, we iteratively pop out the first vertex in the queue and put its adjacent vertex \( v_k \subseteq \{v_i\} \) which are not visited into the queue each time. Finally, if all vertices in \( \{v_i\} \) are visited when the queue is empty, the mapped graph is connected. Otherwise, we need to recover the connectivity of this graph. If the traversed \( v_k \) is not adjacent to the other remaining vertices \( \{v_j\} \), then we find the nearest vertex \( v_p \subseteq \{v_j\} \) and add the vertices in the shortest path between \( v_k \) and \( v_p \) to \( \{v_i\} \). This step is repeated until the last mapped vertex \( v_q \).

**Cycles detection and patch generation.** Given that the complete FCN captures the boundary information of geometric patches in the input mesh, we generate patches by detecting the
curve cycles from FCN. Here a curve cycle is defined as a continuous set of curves, which can be used as the boundary of a patch.

In order to find the curve cycles, we construct a graph, $G = (V_g, U_g)$, whose nodes $V_g$ are the endpoints of the feature curves and edges $U_g$ are the feature curves in FCN. In general, a node’s shortest loop $L$, which consists of a set of curves, is the boundary of a geometric patch in the input mesh, and a feature curve appears twice in all patch boundaries. Therefore, we iteratively find the shortest loop $L$ in $G$ to generate patches and delete the edge in $G$ while the corresponding feature curve appears twice in the generated patches. Note that for sphere and cylinder surfaces, the curve on these surfaces may be a circle curve without node points. We directly regard such a circle curve as a cycle.

Since the vertex set $V$ mapped by a curve cycle $L_c$ is connected, the input mesh is divided into two parts and we can easily obtain the patch surrounded by $L_c$. For example, we add the vertex $v_0$, an adjacent vertex of $V$ that has not been assigned to a patch, into a queue. Then we iteratively pop out the first vertex of the queue, place it into the vertex set $S$, and put its adjacent vertex $v_k$ which does not belong to $V$ into the queue. If $v_k$ lies on the curve $c_i \not\in L_c$, these vertices in $S$ are located outside $L_c$ and we clear the queue and $S$, then we add another unvisited vertex $v_i$ adjacent to $V$ to the queue and continue traversal. Finally, we obtain the new patch whose vertex set $S$ is surrounded by $L_c$. Notably, there are patches with two or more boundary cycles, such as the cylinder patch. For such patches, we cannot directly find it by a curve cycle. Therefore, we first find each patch surrounded by a curve cycle, and then the undetected patches are the patches with two or more curve cycles. Here to find the undetected patch, we start from a curve cycle to traverse the adjacent mesh vertices. When encountering the adjacent curve cycles, the vertices surrounded by these curve cycles are the vertices of a patch with two or more curve cycles.

Since our filtering algorithm retains more salient curves and leads to finer segmentation in the transition area, it is necessary to calculate the relationship between these patches and merge similar adjacent patches. To do that, we assume that the patch with vertices less than 5% of the total mesh vertices may need to be merged. We first find adjacent patches based on the curve cycle in the original patch $P$, and add patches whose number of vertices exceeds $P$ to obtain an adjacent patch set $\{P_j, \ldots, P_k\}$. Then we traverse each adjacent patch in the set, and expand from the shared curves with $P$ to find the same number of triangles with $P$, then form a new local region with $P$ to fit a quadric surface and calculate the fitting error. When the smallest fitting error with adjacent patch $P_j$ is smaller than 1.1 times the fitting error of $P$, we consider that $P$ and $P_j$ belong to the same patch and merge them. Otherwise, $P$ is independent and will not be merged.

Finally, we generate patches for the input mesh. The examples of cycles and patches are shown in Figs. 8 (a) and 8 (b).

**Smoothing boundary.** Since the patch boundaries are typically not smooth due to mesh discretization, we need a post-processing step to smooth the boundaries. We apply the iterative energy minimization method introduced in [1] to smooth the boundary curves as follows:

$$E(c) = \int \left( \frac{\langle \dot{c}, X \rangle}{\| \dot{c} \| \| X \|} \right)^2 ds$$

(6)
where $X$ is the field of maximal principal curvature directions. By minimizing this energy, the boundary curve $c$ is aligned to the field of principal curvature directions. An example of a smoothed patch layout is illustrated in Fig. 8 (c).

5. Experimental Results

In this section, we conduct a number of experiments on various input models to demonstrate the efficacy of our approach. First, we generate meaningful complete FCNs, cycles, and surface segmentation results from dense and discrete feature curves. Second, we evaluate the quality and validity of the filtering parameters of $R$ and $E$. We also test our algorithm on noisy data to further demonstrate the robustness of our approach. Third, we compare our approach with state-of-the-art methods using qualitative and quantitative evaluations. Finally, we prove the usefulness of the extracted FCN by reconstructing the surfaces. We implement our algorithm in C++ by using a desktop computer equipped with an Intel i7-7700k processor with 4.2 GHz and 16 GB of RAM.

5.1. Evaluation

**FCN extraction.** We evaluate our method on a wide range of 3D models with different complexities, ranging from CAD components to building models. Fig. 9 shows the results of extracting complete FCNs from surface meshes. The input initial curves (ridges and valleys) are automatically computed by [12], and they are fragmented and discretely distributed on the surfaces. With the majority of parameters set to default, we only tune the $R$ and $E$ to achieve effective filtering results and the final patch layouts. With our approach, we can determine both sharp and smooth feature curves that capture the main geometric characteristics, such as mesh boundaries and fading features. We then obtain the complete FCNs by extending and connecting the preserved curves, as shown in the second row of Fig. 9. The last two rows show our detected cycles of closed curves and the resulting surface segmentation of the input mesh. Thus we decompose the surface into structural parts.

![Figure 10: Feature curve filtering result (top) and the corresponding patch layouts (middle) and cycles (bottom). (a) $R = 0.004$ without $E$. (b) $R = 0.007$ without $E$. (c) $R = 0.004$ and $E = 1.6 \times 10^{-7}$.](image)

**Figure 10:** Feature curve filtering result (top) and the corresponding patch layouts (middle) and cycles (bottom). (a) $R = 0.004$ without $E$. (b) $R = 0.007$ without $E$. (c) $R = 0.004$ and $E = 1.6 \times 10^{-7}$.

**Figure 11:** Comparison of models with different noise levels. From top to bottom: noisy models, results of VSA [9], results of FASCC [39], our results.

**Feature curve filtering.** The feature curve filtering algorithm described in Sec. 4.1 aims to obtain meaningful and salient feature curves from noisy and fragmented input. Parameters $R$ and $E$ in the filtering process have a direct effect on the result of filtering FCNs and surface segmentation. As shown in Fig. 10, we compare the influence of $R$ and $E$ with the result of curve filtering, patch layouts, and cycles. Although a low $R$ parameter reserves some additional curves on quadric surfaces, a higher $R$ parameter filters out several salient curves and results in unsatisfactory segmentation. By contrast, the parameter $E$ removes the additional curves after filtering with a low $R$ and achieves more satisfactory segmentation. For different input models, we tune both $R$ and $E$ parameters to obtain effective feature curve filtering results.

**Robustness against noise.** The robustness of our method is
demonstrated in Fig. 11 by comparing the difference in patch layouts between several synthetic noisy models with the original model. We also compare these to VSA [9] and FASCC [39]. We select a clean model and generate the patch layout using these algorithms (see Fig. 11 (a)). Then we randomly add Gaussian noise to mesh vertices with a standard deviation of 0.2%, 0.3%, and 0.6% (see Fig. 11 (b), 11 (c), 11 (d)) of the length of the bounding box diagonal. The initial curves computed with the noisy data are more crooked and discontinuous compared with those computed with the clean model. We successfully generate similar patch layouts for the noisy models by adjusting the parameters as shown in Table 1. Although the patch boundaries are more jagged when the noise intensity increases, we can still produce better results than VSA [9] and FASCC [39].

![Table 1: The parameter configurations for our method on noisy models.](image)

<table>
<thead>
<tr>
<th>D</th>
<th>R</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0001</td>
<td>3 * 10^{-8}</td>
</tr>
<tr>
<td>0.2</td>
<td>0.008</td>
<td>5.8 * 10^{-7}</td>
</tr>
<tr>
<td>0.3</td>
<td>0.01</td>
<td>1.15 * 10^{-6}</td>
</tr>
<tr>
<td>0.6</td>
<td>0.016</td>
<td>4.1 * 10^{-6}</td>
</tr>
</tbody>
</table>

5.2. Comparison

We compare our method with previous approaches using different mesh segmentation strategies, including VSA [9], QSE [10], FGL [1], Papercrafts [40], FASCC [39] and DFN [27]. Fig. 12 and Fig. 13 respectively illustrate the comparison results on four examples with ground-truth segmentation and three other complex models without ground-truth. We manually segment the model in Fig. 12 according to their geometric patches ("Toy" and "Sword") and the ground-truth segmentation results ("Lamp" and "Vase") in a 3D mesh segmentation benchmark [41]. We tune the parameters of all compared methods to obtain fair and satisfactory results. The numerical statistics on the patch layouts are presented in Table 2 and Table 3.

First, both VSA [9] and QSE [10] use primitive-fitting and cluster facets in the best-fitting regions to reduce the fitting error. Their fitting errors are generally smaller than those of other methods (Table 2). VSA [9] only utilizes planes for fitting and often create additional boundaries in large curvature variation regions such as sphere and cylinder (Fig. 12 (b)). QSE [10] applies quadric surface fitting and improves the quadric surface segmentation results, but their segmentation results are unstable and may miss some essential boundaries (see Fig. 12 (c)). FGL [1] adopts the region-growing algorithm to obtain the patch layout and generate a set of curves, while Papercrafts [40] considers the pruned feature lines as boundaries and merges the small patches. Figs. 13 (c) and 13 (d) demonstrate that FGL [1] and Papercrafts [40], respectively, miss many important feature curves, obtain unsatisfactory patch layouts, and produce additional patches due to curvature variation in the quadric surface. Second, FASCC [39] merges a watershed over-segmentation and provides an interactive interface to improve the patch layout. However, the result of mesh segmentation is a provisional patches due to curvature variation in the quadric surface. We detect cycles in the network, fit the quadric surfaces again for each patch, and compute the hybrid distance between the fitting surfaces and the input mesh, and T is the running time, respectively. The best result of each measurement closest to the ground-truth is marked in bold font.

![Table 2: Evaluation and comparison of models with ground-truth.](image)

<table>
<thead>
<tr>
<th>Models</th>
<th>Models</th>
<th>Methods</th>
<th>Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Toy</td>
<td>99996</td>
<td>Toy</td>
<td>99996</td>
</tr>
<tr>
<td>VSA [9]</td>
<td>57</td>
<td>57</td>
<td>0.0016</td>
</tr>
<tr>
<td>QSE [10]</td>
<td>56</td>
<td>56</td>
<td>0.0016</td>
</tr>
<tr>
<td>DFN [27]</td>
<td>58</td>
<td>58</td>
<td>0.004</td>
</tr>
<tr>
<td>QSE [10]</td>
<td>57</td>
<td>57</td>
<td>0.0016</td>
</tr>
<tr>
<td>FGL [1]</td>
<td>58</td>
<td>58</td>
<td>0.004</td>
</tr>
<tr>
<td>DFN [27]</td>
<td>59</td>
<td>59</td>
<td>0.004</td>
</tr>
<tr>
<td>Papercrafts [40]</td>
<td>60</td>
<td>60</td>
<td>0.006</td>
</tr>
<tr>
<td>FASCC [39]</td>
<td>61</td>
<td>61</td>
<td>0.006</td>
</tr>
<tr>
<td>VSA [9]</td>
<td>62</td>
<td>62</td>
<td>0.008</td>
</tr>
</tbody>
</table>

![Table 3: Evaluation and comparison of models without ground-truth.](image)

<table>
<thead>
<tr>
<th>Models</th>
<th>Methods</th>
<th>Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anoek</td>
<td>99750</td>
<td>Anoek</td>
</tr>
<tr>
<td>VSA [9]</td>
<td>57</td>
<td>57</td>
</tr>
<tr>
<td>QSE [10]</td>
<td>58</td>
<td>58</td>
</tr>
<tr>
<td>FGL [1]</td>
<td>59</td>
<td>59</td>
</tr>
<tr>
<td>DFN [27]</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>Papercrafts [40]</td>
<td>61</td>
<td>61</td>
</tr>
<tr>
<td>FASCC [39]</td>
<td>62</td>
<td>62</td>
</tr>
<tr>
<td>VSA [9]</td>
<td>63</td>
<td>63</td>
</tr>
<tr>
<td>QSE [10]</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>FGL [1]</td>
<td>65</td>
<td>65</td>
</tr>
<tr>
<td>DFN [27]</td>
<td>66</td>
<td>66</td>
</tr>
<tr>
<td>Papercrafts [40]</td>
<td>67</td>
<td>67</td>
</tr>
<tr>
<td>FASCC [39]</td>
<td>68</td>
<td>68</td>
</tr>
</tbody>
</table>

and Fig. 13 (f). Although both our method and DFN [27] directly extend and connect pruned feature curves, DFN [27] typically removes more curves by only using the curve length and curvature without cycle information in the network. By contrast, we preserve additional salient curves to produce a satisfactory curve network by combining the curvature and surface fitting error. DFN [27] uses VSA [9] to further generate the patch layout and solve this problem. However, VSA [9] is unsuitable for quadric surfaces. We detect cycles in the network, fit the quadric surface again for each patch, and compute the hybrid distance between the fitting and input surfaces by equation (3) to measure the patch quality. Thus, we can generate additional reasonable patch layouts, and our patches have smaller fitting errors compared with DFN (see Table 2 and Table 3).

Comparison to our conference work [13]. As shown in Fig. 14 (a), our new approach can find the node points in the long curve
to divide it into short curves and refit them for the curve extensions, so we can extend the curve along their direction and get a better patch layout. Meanwhile, in [13], some ridges and valley lines exist in the transition regions, which cannot be effectively filtered, resulting in some undesired small patches. In this paper, after expanding these curves, we can avoid them through our merging operation, see in Fig. 14 (b) and (c).

5.3. Application: Surface Reconstruction

To further verify the validity of FCN extracted by our method, we generate surfaces from the extracted cycles by using the algorithm introduced in [34]. Fig. 15 shows two results of the reconstructed surfaces. Fig. 15 (a) demonstrates several transition regions where two quadric surfaces intersect in the input model. We can extract the mesh boundary and form the curve loop for each quadric surface. We then directly take the curve loop in Fig. 15 (b) as the input of [34]. Finally, the reconstructed surfaces are illustrated in Fig. 15 (c), and the blending areas are removed from the model. Note the building in Fig. 15(c) has additional creases that are not at all visible in the input model. The reason is that we only take the obtained curve cycles as the input to [34] without other constraints, and [34] may generate additional creases on the reconstructed surface.
5.4. Limitations

We successfully extract complete FCNs from various 3D models. Given that our feature filtering and extension operations only function on individual curves, we disregard the distance or relationships between different curves. Thus, our results miss the global information of shapes, such as symmetry, parallelism, and coplanarity. In our method, the validity of FCN from meshes with low sampling resolution is uncertain because of its poor sensitivity to mesh scales or triangle shapes. Fig. 16 (a) shows that the input resolution is too low to obtain acceptable ridge and valley lines especially near the boundary features and the patch layout is also unsatisfactory. We can get a satisfying result after subdividing the mesh (Fig. 16 (b)). Furthermore, our method may produce insignificant results for organic shapes because of the lacking semantic information (see Fig. 16 (c)).

6. Conclusion and Future Work

In this paper, we propose a new method to address the problem of extracting cycle-aware FCNs from 3D models. We successfully solve this problem by utilizing operations of feature curve filtering, feature curve extension, and cycle detection. The proposed algorithm, which is robust to noisy data, can detect both strong and weak features and connect them to valid and complete FCNs. We demonstrate our approach on a variety of examples, including simple mechanical parts to complex 3D building models.

In future investigations, we can integrate global shape constraints into our framework. Furthermore, we can extend our approach to other shape analysis applications, such as finding repeated feature instances in the curve network as well as fitting and editing a subdivision or spline surface by manipulating certain feature curves.
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